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Abstract: Breast cancer (BC) is one of the leading cancers for women when compared to all other 

cancers. It is a killer disease prominent and most frequent type of cancer affecting women 

worldwide and is increasing particularly in Africa. The aim of this paper is to investigate the 

influence of data preprocessing based on dicretization in the classification of BC. Two different 

classification algorithms Support vector machine-Radial basis function (SVM-RBF) and Adaboost 

algorithm were employed. We analyzed the BC data available from the Wisconsin dataset from 

UCI machine learning repository. The experiment was performed in Waikato Environment For 

knowledge analysis (Weka) software. The experimental results showed that discretized SVM-RBF 

and discretized Adaboost algorithms outperforms the non-discretized SVM-RBF and non-

discretized Adaboost algorithms in terms of accuracy, precision, recall, f-measure and time taken 

to build the model. 

 

 

1. INTRODUCTION 
 

Breast cancer (BC) is the second and most 

frequent type of cancer affecting women 

worldwide [1], and is increasing particularly in 

developing countries where the majority of cases 

are diagnosed in late stages. According to [2], an 

estimated 252,710 new cases of invasive BC was 

diagnosed among women and 2,470 cases were 

diagnosed in men. In addition, 63,410 cases of in 

situ breast carcinoma would be diagnosed among 

women. Approximately, 40,610 women and 460 

men are expected to die from BC in 2017 [2].  

      About 10% of women from western 

countries are suffering from BC, millions of 

women are suffering from this life threatening 

disease [3]. BC has become a popular and 

common disease around the world in young 

women and a leading cause of cancer death [4] 

[5]. 

     In the past decade, Computer science and 

medical fields have been involved in providing 

diagnosis of various human diseases.   

Information generated from patients to medical 

personnel in biomedical prognosis and diagnosis 

may include redundant, irrelevant, and 

interrelated symptoms most often in the case 

whereby a patient suffers from more than one 

type of disease of the same category. Hence, it 

becomes a serious challenge for physician to 

diagnose perfectly. 

    Early detection and accurate prediction is 

achievable by medical personnel using data 

mining technique in health care industry [6].     

    Data mining (DM) also known as knowledge 

discovery in databases (KDD), is a process that 

aims to discover relationships between items and 

hidden information from large datasets [7] [8].  

DM has been used recently and successfully in 

bioinformatics [9] [10] [11], electric load 

forecasting [12] and educational data mining 

[13]. 

    The techniques in DM have contributed 

immensely in transforming large data into 

specific and more relevant information for 

knowledge discovery and prediction purpose 

[14]. Data pre-processing is very crucial in DM 

process as they directly impact success rate of 
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the model. There are number of data pre-

processing techniques which include 

aggregation, dimensionality reduction, feature 

subset selection, discretization and feature 

creation. This paper focused on the influence of 

data preprocessing using discretization in 

classification of BC. 

The rest of this paper is organized as follows. 

Section 2 presents the related work. Section 3 is 

the methodology. We presented the results and 

discussion in section 4 and in section 5, the 

conclusion is presented. 

 

2. RELATED WORKS 
 

       [15] concentrated on the detection of breast 

cancer through a diagnosis system based on 

RepTree, RBF Network and Simple Logistic. 

They have used the data provided by the 

University Medical Centre, Institute of 

Oncology, and WEKA tool for experiments. The 

result of their work based on Simple Logistic 

algorithm achieved 74.47% accuracy for 

diagnosis of breast cancer.  

       [16] developed a model based on Kernel-

Support Vector Machine (K-SVM) for cancer 

diagnosis using K-means clustering algorithm as 

feature selection. A Model based on Rough Set 

(RS) and SVM classifier (RS-SVM) was 

developed by [17] for breast cancer diagnosis. 

They used RS as a feature selection which serves 

as the data pre-processing technique to select the 

best features of dataset. Further improvement for 

the accuracy of diagnostic system was obtained 

by SVM. The effectiveness of RS-SVM was 

examined on Wisconsin breast cancer (WBCD) 

dataset. [17] used clustering method along with 

feature selection technique to develop a hybrid 

intelligence method for BC analysis.  

      [18] proposed a method based on Neural 

Network (NN) technique for solving BC 

classification problem. [19] proposed a PSO-

KDE model using PSO and KDE classifier for 

breast cancer diagnosis.  

      [20] proposed a model based on three main 

phases which are: instance selection phase, 

feature selection phase and classification phase. 

[21] developed a NB (weighted NB) classifier 

for the application breast cancer detection. Using 

5 -fold cross validation, their method obtained 

99.11%, 98.25%, and 98.54% for sensitivity, 

specificity and accuracy, respectively. 

3. METHODOLOGY 
 

   The proposed study employed WEKA to 

perform the study analysis. Two data mining 

algorithms were used in this model; Adaboost 

and SVM.  The algorithms were applied on the 

BC data. Two approaches were followed in 

implementing the algorithm. The first approach 

does not involve the data preprocessing stage. 

The second approach employed the data 

preprocessing stage. In the first approach, the 

data set is presented to the model without 

discretization. In the second approach, data 

preprocessing known as discretization was 

employed to eliminate noise and outliers in the 

data.  

     In SVM, the RBF was used for the 

implementation of the model. The individual 

application of the algorithms was taken as a base 

results and the discretized part of the algorithms 

was also noted. The non-discretized version is 

compared with the discretized part to study their 

effect and influence on accuracy, sensitivity, 

specificity, precision, recall, f-measure and time 

taken to build the model.  All classifications 

were performed based on 10-fold cross 

validation. The overall system design of the 

proposed model is shown in the figure 1. 

        

Fig. 1: Proposed framework design 

3.1.Tools used for the proposed 

experiment 

    The tool used for the experimental analysis 

was Weka environment.  Weka has become one 

of the most widely used data mining systems. 
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Weka also became one of the favorite vehicles 

for data mining research and helped to advance it 

by making many powerful features available to 

all [22]. The algorithms can either be called from 

the users own Java code or be applied directly to 

the ready dataset. 

 

Fig.2: Flowchart of the proposed model 

     As can be seen from Figure 2, the BC dataset 

acquisition is the first stage of the proposed 

model. Then, data preprocessing based on filter 

discretization method was performed and non-

discretization method performed. These two 

method were then evaluated based on the 

following performance metrics; 

Accuracy: this specified how often is the 

classifier correct? The accuracy is given as;  

(TP+TN)/total                 (1) 

Where TP is the true positive and TN is the true 

negative 

Precision: When the classifier predicts yes, how 

often is it correct? It is given as; 

 TP/predicted yes            (2) 

Where TP is the true positive  

Recall: When the classifier predicts it's actually 

yes, how often does it predict yes? It is given as; 

TP/actual yes                  (3) 

F-measure: A measure that combines precision 

and recall is the harmonic mean of precision and 

recall, the traditional f-measure. It is given as; 

2*TP/2*TP) +FP+FN     (4) 

 

Time taken to build the model: Is the time taken 

by the classifier to build the model. It is 

measured in seconds.  

 

 

Fig.3: Discretize model of the BC dataset 

3.2 SVM-RBF 

The Support Vector Machine is one of the 

most successful classification algorithms in the 

data mining area [25]. Support Vector Machine 

(SVM) uses a high dimension space to find a 

hyper plane to perform binary classification. 

SVM approach is a classification technique 

based on Statistical Learning Theory (SLT). It is 

based on the idea of hyper plane classifier. The 

goal of SVM is to find a linear optimal hyper 

plane so that the margin of separation between 

the two classes is maximized. 
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3.3 Adaboost 

AdaBoost, short for “Adaptive Boosting”, is 

the first practical boosting algorithm proposed by 

Freund and Schapire in 1996. It focuses on 

classification problems and aims to convert a set 

of weak classifiers into a strong one. 

3.4 Proposed model Pseudocode 

Step 1: Load dataset 

Step 2: Train classification algorithms SVM-

RBF and Adaboost 

Step 3: Apply classification algorithms on test 

data 

Step 4: Train discretize part of the algorithms 

Step 5: Apply the discretize part of the 

algorithms on test data. 

Step 6: Evaluate and compare the results 

obtained. 

3.5 System Specifications 

    The experiment was carried out on a 64-bit 

operating system with Windows 8.0, Intel(R) 

Core(Tm) i7-3632QM CPU @ 2.20GHz and 8 

GB of RAM. Due to the iterative nature of the 

experiments and resultant processing power 

required, the Java heap size for Weka version 

3.6.12 was set to 1024MB to assess the 

effectiveness of the algorithms. 

4. RESULTS AND DISCUSSION 
 

     The simulation of the proposed model was 

done by applying two data mining algorithms, 

SVM-RBF and Adaboost on breast cancer 

dataset, the discretized part of the algorithms was 

also applied on the dataset and the 10-fold cross 

validation was used in the two cases. 10-fold 

cross validation is a technique used in evaluating 

the predictive models by partitioning the data 

into a training sets, it trains the model and test 

the evaluation. The experimental results are 

presented in terms of accuracy, specificity, 

precision, recall, f-measure and time taken to 

build the model. 

4.1 Accuracy of the proposed model 

     In SVM-RBF, the discretized version of 

SVM-RBF has the highest accuracy as shown in 

Figure 3, thus it was able to classify rightly more 

patient with the disease than non-discretized 

version while the discretized version results in a 

better accuracy. In Adaboost showed in figure 2, 

the discretized part gave higher accuracy than the 

non-discretized version. This shows that 

discretized version of Adaboost is better to 

predicts breast cancer disease. 

 

Fig.3. Accuracy of the classification 

4.2 False positive of the proposed model  

In SVM-RBF, the non-discretized version 

outperforms the discretized SVM-RBF as 

illustrated in Figure 4. The Adaboost non-

discretized version showed in figure 4 also 

performed better than the discretized part. The 

false positive is higher in the non-discretized 

version of the Adaboost as compared to 

discretized Adaboost. The results obtained 

showed that discretization does not influence the 

false positive of classification of breast cancer 

disease. 
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Fig.4.False positive of the classification 

 

4.3. Precision 

In SVM-RBF, the discretized part has 

higher precision than the non discretized SVM-

RBF as depicted in Figure 5, this shows that 

when the model predicts yes, how often is it 

correct? The discretized SVM-RBF has better 

ability to classify the patients with breast cancer 

than the SVM-RBF. The discretized Adaboost 

has improved precision than the non-discretized 

Adaboost. This results indicates that 

discretization influence the classification 

precision of breast cancer disease.     

 

Fig.5. Precision of the classification 

 

4.4 Recall  

In SVM-RBF, the discretized part has 

better recall than the non discretized SVM-RBF 

as depicted in Figure 6, this show that when the 

model predicts yes, how often is it correct? The 

discretized SVM-RBF has better ability to 

classify the patients with breast cancer than the 

SVM-RBF. Also, the discretized Adaboost has 

higher recall than the non-discretized Adaboost. 

This results indicates that discretization influence 

the classification recall of breast cancer disease.    

 

Fig.6. Recall of the classification 

4.5 F-measure 

In SVM-RBF, the discretized part has 

greater recall than the non discretized SVM-RBF 

as depicted in Figure 7, The discretized SVM-

RBF has better ability to classify the patients 

with breast cancer than the SVM-RBF. Also, the 

discretized Adaboost has higher f-measure than 

the non-discretized Adaboost. The experimental 

results revealed that discretization influence the 

classification recall of breast cancer disease.   
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Fig.7. F-measure of the classification 

 4.6 Time taken to build the model 

The SVM-RBF took more time than the 

discretized SVM-RBF as shown in Figure 8. The 

reason is that outliers and noise in the dataset can 

degrade the time taken to build the model in non 

discretized SVM-RBF which results in high time 

to build the model as compared to discretized 

SVM-RBF in which the noise and outliers has 

been eliminated by the discretization process and 

results in less time to build the model. 

Also, the discretized Adaboost has lesser 

time taken to build the model as compared to the 

non discretized SVM-RBF as shown in Figure 8. 

The discretization process greatly influenced the 

time taken to build the model which results in 

less time to build the model. 

 

Fig.8. Time taken to build the model  

Table 1.Comparison with existing methods 

Authors/Year Algorithms Accuracy 

obtained 

Subrata  [23] Naïve Bayes 94.40 

Siddhant and 

Mangesh  [24] 

Bayes Net 47.67 

Siddhant and 

Mangesh  [24] 

Naïve Bayes 46.1 

Siddhant and 

Mangesh  [24] 

IBK 45.3 

Proposed method Adaboost 81 

Proposed method SVM-RBF 96 

 

As can be seen from Table 1, the 

proposed Adaboost and SVM-RBF outperformed 

the existing methods in terms of accuracy. 

5. CONCLUSION 

In this paper, it was revealed that data 

preprocessing by discretization method increase 

the accuracy, precision, recall, f-measure and 

time taken to build the model of SVM-RBF and 

Adaboost algorithms in determining whether a 

patient has breast cancer disease or not.  Except 

in the case of false positive in which the model 

predicted yes that patient have the breast cancer 

disease but they don’t actually have the disease. 

The results obtained in this instance depicts that 

discretization method does not influence the false 

positive in classification of breast cancer disease. 

From the experimental analysis, it is better to 

apply data preprocessing based on discretization 

in determining BC disease than using algorithms 

directly without data preprocessing. This shows 

that data preprocessing is a crucial step in BC 

classification as it directly influence the success 

rate of breast cancer classification. 

Finally, the overall experimental results 

showed that discretized SVM-RBF and 

discretized Adaboost algorithms perform better 

than the non-discretized SVM-RBF and non-

discretized Adaboost algorithms in terms of 

accuracy, precision, recall, f-measure and time 

taken to build the model. In future work, other 

data-preprocessing techniques such as 

aggregation, sampling and dimensionality 

reduction will be an interesting data reduction 

approaches to explore and ascertain if they can 

influence BC classification.   
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