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ABSTRACT 

Classification algorithms that help to predict software defects play a major role in the software engineering process. 

This study investigated the application and performance of clustering techniques in software defect prediction (SDP). 

Seven clustering techniques; Farthest First Clusterer, K-Means, X-Means, Sequential information Bottleneck, 

Hierarchical Clusterer, Make-Density Clusterer, and Expectation Maximization were used for the classification of 8 

software defect datasets from NASA repository. Experimental results revealed that the use of clustering technique as a 

classification process is well established as it gave a good predictive performance. Based on average accuracy across 

the 8 datasets, Farthest First had the best performance of 86.16%, Hierarchical clustering had 85.50% while K-

Means Clustering techniques had 72.33% respectively. Expectation Maximization (EM) (33.52%) and X-Means 

(48.84%) gave rather poor results and Sequential Information bottleneck (SIB) (63%) and Density-based clustering 

techniques (71.08%) had average performances. In addition, further comparison of classification via clustering 

techniques with selected standard classification techniques; k-Nearest Neighbor (kNN), Naïve Bayes (NB), and 

Decision Tree (DT) showed that some classification via clustering techniques (Farthest First and Hierarchical 

Clustering Techniques) performed considerably well and outperforms some standard classification algorithms. With 

this, classification via clustering techniques can be considered as an alternative approach to standard classification 

methods in SDP. It produced good and competitive predictive performance in SDP with an advantage of not 

necessarily training a predictive model and using annotated datasets while developing the predictive model. 

Consequently, SDP models developed using classification via clustering techniques models can be transferred from 

one project to another as no training of model is involved. This will help reduce and manage the available resources 

during the software development process. 
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I. INTRODUCTION 

A defect in the software module occurs when incorrect 

programming logic or code are used to develop a software 

system. This further produces the wrong output and leads 

to a poor quality software product. Defects in the software 
modules may be rejected by a user or terminate the 

contracted agreement with the software company.  The 

high cost of development and maintenance with customer 

dissatisfaction are the end results of defective software [1, 

2]. Early detection of these software defects during 

software developments improves the reliability and quality 

of the software. This also helps to make better software 

maintenance within the period of time in a cost-effective 

way, which leads to prompt software release as well as 

high customer satisfaction [3]. 

Presence of software defects leads to degradation of 
software quality which might be the underlying cause of 

failure. As a process, software quality assurance (SQA) 

ensures production of high quality and reliable software 

systems. This concept is drawn in throughout the software 

development life cycle (SDLC). Activities such as 

performance analysis, functional tests, quantifying time 

and budget along with measurement of metrics are used to 

ensure software quality based on this concept [4]. Software 

Metrics are tools generally used to analyze the process 

efficiency, reliability, and quality of software products. 

These metrics are effectively utilized for defect prediction 

which helps to identify and improve the quality of software 
project [5]. In a software system, every software module is 

described as a set of features (metrics value) and a class 

label. The class label denotes whether a module is 

defective and the derived metric values are used to build 

predictive models. In other words, software defect 

prediction (SDP) process utilizes historical data mined 

from software repositories to determine the quality of 

software modules for software quality assurance. 

Furthermore, SDP ensures software engineers pay 

adequate attention to software development activities 

which enhances the software quality and minimize the cost 
and time to develop software systems [6].  

Researchers have proposed and developed several SDP 
prediction models which are used to filter the software 

defects [5, 7-9]. These models can be used to predict the 

response variable which can either be defective or not 

defective or a quality factor (for example number of 

defects) for a particular software module. Statistical 

methods, machine learning method, and soft computing 

techniques are widely used in literature to predict software 

faults [1, 2, 5, 10-12]. 

 

 

This paper is focused on how clustering techniques are 
used for SDP. Clustering involves finding natural 

groupings in a dataset [13]. Clustering algorithms can 

group software modules according to the values of their 

software metrics. Unsupervised learning methods such as 
clustering techniques should be seen as the primary choice 

for analyzing software quality in the absence of class 

labels. The underlying software engineering assumption is 

that defective class label of software modules will have 

similar software metrics and so will likely form clusters. 

Similarly, non-defective software modules will likely 

group together. A clustering approach offers practical 

benefits to software engineers who must decide the class 

labels. Instead of inspecting and labeling software modules 

one at a time, the expert can inspect and label a given 

cluster as a whole; he or she can assign all the modules in 
the cluster the same quality label. Selecting an appropriate 

clustering algorithm for SDP problem is worth 

investigating due to the nature of clustering algorithms not 

needing to train datasets unlike other classification and 

regression techniques [1]. 

II. RELATED WORKS 

Although there are many existing kinds of literature on 

SDP, there are not so many extensive benchmarking 

studies regarding classification via clustering for SDP. The 

reason for this is that most existing studies consider only 

supervised methods for SDP. However, studies in other 

research domain such as network security, space weather, 

and decision systems have successfully used classification 

via clustering for prediction [12, 14, 15]. That is why good 

benchmarking studies are needed on classification via 

clustering for SDP.  
 

Lopez, et al. [16], reported the use of classification via 

clustering methods in predicting final marks in a university 

course. Heidrich-Meisner and Wimmer-Schweingruber 

[15] in their study also deployed the k-means technique for 

solar wind classification. They tried to determine if 

classification via clustering methods can obtain similar 

performance as traditional classification algorithm in the 

context of educational data mining (EDM) and space 

weather. Their respective experimental results revealed 

that given sufficient data, classification via clustering 
method can be as good as traditional classification 

methods. However, these performances cannot be 

generalized since these studies were limited to EDM and 

space weather.   

 

El-Manzalawy, et al. [17], in their study introduced a novel 

approach for integrating unsupervised learning algorithms 

and domain knowledge heuristics, based on statistical 

properties of clustered sleep and wake epochs, to develop  
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reliable sleep/wake state prediction models using 

unlabelled wrist actigraphy data. Their results laid the 

groundwork for developing fully automated machine 
learning models for sleep/wake state prediction and sleep 

parameters estimations by eliminating the need for costly 

and labor-intensive expert annotations of PSG recordings  

 

for labeling actigraphy data. Rana and Lal [12] also looked 

into the handling of missing attribute values using Rough 

Set Theory (RST) and classification via clustering 

techniques. Classifications via clustering techniques were 

used for predicting learning styles from a given dataset. 

Their results showed classification via clustering to be a 

formidable approach in such task. Furthermore, Yadav and 
Pal [18] in their study, integrated classification algorithms 

(J48 graft, LADTree, and BayesNet) with a clustering 

method (K-means). Their experimental results showed that 

the successful integration of classification algorithm 

(Bayes Net) with clustering algorithm (Kmeans) had a 

good performance. 

 

In the context of SDP, to the best of our knowledge, no 

study has explored classification via clustering techniques 

in SDP. Hence, this study seeks to empirically validate and 

compare the performance of classification via clustering 

techniques for software defect prediction.  

 

III. METHODOLOGY 

This section entails the methodology used in this study. 

This study is aimed at evaluating the performance of 

clustering techniques as classifiers for SDP. The 

algorithms used are k-Means (KM), Expectation 

Maximization (EM), Density-Based clusterer, Farthest-

First clusterer, Hierarchical clusterer, Sequential 
Information Bottleneck (SIB) clusterer, and X-Means 

clustering algorithm in software defect prediction. 

3.1  Classification via Clustering Techniques 

3.1.1 K-Means Clustering    

K-means is a well-known partitioning method where 

objects or entities are classified as belonging to one of the 

k groups with k chosen a priori. Each object is assigned to 
a group based on cluster membership which is determined 

by calculating the centroid for each group (the 

multidimensional version of the mean) and assigning each 

object to the group with the closest centroid [19]. The 

algorithm operates on a set of d-dimensional vectors, D = 

{xi | i = 1, . . . , N}, where denotes the ith data point 

and  the dataset.  

Techniques for selecting these initial seeds include 

sampling at random from the dataset, setting them as the 

solution of clustering a small subset of the data or 

perturbing the global mean of the data k times. Then the 

algorithm iterates between two phases till convergence: 

 

Phase 1: Data Assignment. Each data point is 

assigned to its closest centroid, with ties broken 

arbitrarily. This results in a partitioning of the 
data. 

 

Phase 2: Relocation of “means”. Each cluster 

representative is relocated to the center (mean) of 

all data points assigned to it. If the data points 

come with a probability measure (weights), then 

the relocation is to the expectations (weighted 

mean) of the data partitions. The algorithm 

converges when the assignments no longer 

change.  

 
Below is a generalized traditional K-means algorithm 

procedure: 

 

Algorithm 1: Procedure for K-Means Algorithm [19] 
 

3.1.2 Expectation Maximization Clustering 

Expectation Maximization (EM) is a model-based 

approach to solving clustering problems. It is an iterative 

algorithm that is used in problems where data contains 

latent variables or is considered incomplete. Unlike 

distance based or hard membership algorithms (such as K-
Means), EM is known to be an appropriate optimization 

algorithm for constructing proper statistical models of the 

data. EM is widely used in applications such as computer 

vision, recommender systems, and decision systems [20-

22]. Unlike K- Means, in clustering via EM, the numbers 

of clusters that are desired are predetermined. It is 

initialized with values for unknown (hidden) variables. 

However, the EM algorithm works well on clustering data 

when the number of clusters is known [20]. EM is a very 

general algorithm for parameter estimation in the case 

where certain data are unknown. The inputs to this 
algorithm are the data set (x), the total number of clusters  
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(M), the accepted error to converge (e) and the maximum 

number of iterations. The algorithm can be subdivided into 

two stages, namely the initialization stage and the iterative 
stage which consists of two steps, expectation step (E-step) 

and a maximization step (M-step) executed iteratively until 

some form of convergence is reached. The E-Step 

estimates the probability of each point belonging to each 

cluster, followed by the M-step which re-estimates the 

parameter vector of the probability distribution of each  

 

class. The algorithm finishes when the distribution 

parameters converge or reach the maximum number of 

iterations. 

 

3.1.3 Farthest First Clustering    

Farthest first clustering algorithm as proposed in [15] has 

the same procedure as k-means. It also chooses centroids 

and assigns the objects in the cluster but with its max 

distance and initial seeds as values that are at the largest 

distance to the mean of values. In this case, cluster 

assignment is different; at initial cluster, the link with high 

Session Count is derived, like at cluster-0 more than in 

cluster-1, and so on.   Farthest first actually solves the 

problem of k-center and it is very efficient for a large set 

of data. In farthest first algorithm, the mean for calculating 

centroid will not be computed. It takes an arbitrary 
centroid and calculates the distance of one centroid from 

other as maximum cluster assignment using farthest –first. 

When outlier detection is performed on the dataset, objects 

that are outliers are detected. This places the cluster center 

at the point further from the present cluster. This point 

must lie within the data area. The points that are farther are 

clustered together first. This feature of farthest first 

clustering algorithm speeds up the clustering process in 

many situations as fewer reassignment and adjustment is 

needed.  

 
The steps of the algorithm are as follows:  

 

Algorithm 2: Procedure for Farthest First Algorithm [23] 

3.1.4  X-Means 

X-Means is K-Means extended by an Improve-Structure 

Part. In this part of the algorithm, the centers are attempted 

to be split in its region. The decision between the children 

of each center and itself is done comparing the Bayesian  

 

 

Information Criterion (BIC) values of the two 

structures[24]. 

 
Algorithm 3: Procedure for X-Means Algorithm [24] 

 

3.1.5  Density-Based Clustering 

Density-based clustering algorithm has played a vital role 

in finding non-linear shapes structure based on the density. 

Density-Based Spatial Clustering of Applications with 

Noise (DBSCAN) is the most widely used density-based 

algorithm. It uses the concept of density reachability and 

density connectivity [25]. In density-based clustering, 

clusters are identified by looking at the density of points. 

Regions with a high density of points depict the existence 
of clusters whereas regions with a low density of points 

indicate clusters of noise or clusters of outliers. A cluster is 

defined as a maximal set of density-connected points. The 

main feature of density-based clustering is that it discovers 

features of arbitrary shape and it can handle noise: 

 

 

Algorithm 4: Procedure for DBSCAN Algorithm  [26] 
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3.1.6  Sequential Information Bottleneck Clustering 

The sequential information bottleneck method (SIB) 

produces crisp clusters, p(t\x) (0,1), where each document 

belongs to a single cluster. This corresponds to clustering 

maximizing the dependency between the clusters T and the 

words Y, measured by the mutual information (TY). It 

may, therefore, be seen as a margin-contingency table 
algorithm in this sense [18]. 

 
Algorithm 5: Pseudocode for Sequential Information 

Bottleneck Clustering Algorithm [27] 
3.1.7  Hierarchical Clustering 

In hierarchical clustering, the goal is not to find a single 

partitioning of the data, but a hierarchy (generally 

represented by a tree) of partitions which may reveal 

interesting structure in the data at multiple levels of 

granularity. The most widely used hierarchical methods 

are the agglomerative clustering techniques; most of these 

techniques start with a separate cluster for each point and 
then progressively merge the two closest clusters until only 

a single cluster remains. In all cases, we assume that we 

have a measure of similarity between pairs of objects, but 

the different schemes are distinguished by how they 

convert this into a measure of similarity between two 

clusters. For example, in the single linkage, the similarity 

between two clusters is the maximum similarity between 

points in these two different clusters. In a complete 

linkage, the similarity between two clusters is the 

minimum similarity between points in these two different 

clusters. Average linkage defines the similarity between 

two clusters as the average similarity between points in 
these two different clusters [28, 29]. Different algorithms 

can be given for the same hierarchical clustering method. 

However, a general agglomerative algorithm for 

hierarchical clustering may be described informally as 

follows: 

 
Algorithm 6: Pseudocode for Hierarchical Clustering 

Algorithm[30] 
 

The number of variables obviously affects the calculation 

time required, but they are usually considered constant for 

any particular set of data. In Steps 2 and 3, it might be 
worthwhile to consider keeping a sorted list of all 

dissimilarities under consideration (taking O (N2 log N) 

time). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.  Experimental Architecture.  

 

 

 

 

SDP DATASETS 

CLASSIFICATION VIA CLUSTERING TECHNIQUES 

(KMEANS, Density-Based, Farthest First, X-Means, 

Hierarchical, Sequential Information Bottleneck, 

EM Clustering Techniques) 

 

MODEL EVALUATION BASED ON 10FOLD CROSS-

VALIDATION 

 DEFECT PREDICTION RESULTS ANALYSES 
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Fig 1 showed the experimental architecture used in this 

study. The SDP datasets were classified by the 

classification via clustering techniques (K-Means, 
Farthest-first, X-Means, Hierarchical, SIB, EM, and Make 

density Clusterer). The respective classification via 

clustering models was evaluated based on 10-fold cross-

validation. Cross-validation method is used so as to avoid 

overfitting and in line with existing studies [2, 31]. The 

defect prediction results based on the performance metrics 

(accuracy, precision, and recall) were analyzed to 

empirically validate and compare the performance of 

classification via clustering methods in SDP. The 

algorithms were based on the Waikato Environment for 

Knowledge Analysis (WEKA) API library. Default 
parameter settings were used for both clustering and 

standard classification techniques. 

3.2 Software Defect Datasets 

The datasets used in this study are 8 public-domain 

software defect datasets provided by the National 

Aeronautics Space Administration (NASA) repository. 

The datasets used in this study are; KC1, KC2, KC3, MC1, 

MW1, PC1, PC3, and PC4 respectively.  A brief 

description of these datasets is provided in Table 1. 

Table 1: Software Defect Datasets 

Dataset Number of Instances Number of Attributes 

KC1 2109 22 

KC2 522 22 

KC3 458 40 

MC1 161 40 

MW1 403 38 

PC1 679 38 

PC3 1053 38 

PC4 1270 38 

3.4 PERFORMANCE EVALUATION METRICS 

There are a number of ways to evaluate the performance of 

a classifier model but the commonly used performance 

metrics in SDP are accuracy, precision, and recall  [11]. 

The metric values were all computed using the statistical 

values of True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN). 

 Accuracy: Accuracy is the percentage of correctly 

classified instances and it is one of the widely used 

measures. 

 (1) 

 

  

 

 Precision: This is the number of classified fault-prone 

modules that actually are fault-prone modules.                  

   (2) 

 Recall: This is the number of fault-prone modules 

that are correctly classified. 

   (3) 

IV.  RESULTS AND DISCUSSIONS 

4.1 Experimental Results 

Tables 1, 2 and 3 present the prediction performance 

results for each of the classification via clustering 

algorithms with respect to accuracy, precision, and recall.  

From Table 1, on the average, Farthest First clusterer had 

the best result of 86.16%, followed by hierarchical 

clustering technique with 85.50%. K-means also had a 

good result with 72.33% and Make Density clusterer had 

71.08% accuracy on the average. EM and X-Means had 

the worst performance with an average accuracy of 

33.52% and 48.84% respectively. SIB clusterer had an 

average performance with 63% average accuracy. 

Hierarchical clustering algorithm gave the best result in 
terms of accuracy over some of the datasets used (KC1 

(84.46%), KC3 (90.39%) and MW1 (92.31%)), while 

Farthest first also gave a good result in some datasets too 

(PC4(86.90%), PC3(99.68%) and PC1(94.96%)).   

However, in Table 2, Make density clusterer had the 

highest average precision value of 0.83. Farthest first 

clusterer had an average precision value of 0.8 while K-
means and X-means both had 0.81 precision values 

respectively. Hierarchical clustering technique had 0.79, 

SIB clusterer had 0.78 and EM recorded 0.72 average 

precision values respectively. Table 3 presents the 

performance of the clustering techniques based on their 

respective recall values. Clearly, both farthest first and 

hierarchical clusterer had the highest average recall values 

of 0.86 respectively. EM also had an average recall value 

of 0.77.  

This further strengthens the point that low accuracy values 

do not necessarily mean a predictive model is bad as in the 

case of EM with an average accuracy of 33.52%, average 

precision of 0.72 and average recall of 0.77.  Same also 

can be said in the case of X-means clusterer with an 

average accuracy of 48.84%, average precision of 0.81 and 

average recall of 0.68. In relations to the classification via 

clustering techniques having average precision values 

greater than 0.7 and average recall value greater than 0.65 

respectively, it can be stated that the respective models 
from this clustering techniques are of a good fit. Though, 

some of them had poor accuracy value. This can be 

attributed to the data quality problems with the SDP 

datasets such as high dimensionality and class imbalance.  
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Moreover, farthest first and hierarchical clustering 

techniques both had good accuracy, precision and recall 

values. 

The aforementioned findings indicated that classification 

via clustering technique can also work well for SDP most 

especially hierarchical and farthest first clustering 
algorithms. 

Table 1:  Accuracy Results of each Clustering Technique Algorithm 

CLUSTERERS KC1 KC2  KC3   MC2  MW1  PC1  PC3  PC4 Average  

EM 31.06 40.42 45.63 35.40 25.81 23.62 37.68 28.53 33.52 
HIERARCHICAL 84.46 79.70 90.39 68.32 92.31 93.24 88.70 86.90 85.50 
MAKE-DENSITY 77.96 64.41 54.49 69.09 81.02 86.74 65.35 69.56 71.08 

SIB 52.96 58.43 55.24 44.10 60.05 80.88 73.70 78.60 63.00 
K-MEANS 81.46 80.65 60.26 62.73 81.64 88.46 65.64 57.82 72.33 
X-MEANS 45.76 46.94 42.95 49.37 56.20 64.19 42.00 43.35 48.84 

FARTHEST FIRST 83.12 80.23 88.46 65.45 90.51 94.96 99.68 86.90 86.16 

 

Table 2:  Precision Results of each Clustering Technique Algorithm 

CLUSTERERS KC1 KC2  KC3   MC2  MW1  PC1  PC3  PC4 Average  

EM 0.70 0.79 0.69 0.62 0.73 0.54 0.86 0.84 0.72 
HIERARCHICAL 0.72 0.84 0.62 0.78 0.85 0.94 0.79 0.76 0.79 
MAKE-DENSITY 0.81 0.85 0.90 0.69 0.90 0.93 0.77 0.83 0.83 

SIB 0.86 0.82 0.76 0.54 0.82 0.87 0.79 0.75 0.78 
K-MEANS 0.82 0.84 0.91 0.59 0.90 0.90 0.80 0.75 0.81 
X-MEANS 0.75 0.85 0.89 0.60 0.90 0.94 0.79 0.75 0.81 

FARTHEST FIRST 0.69 0.64 0.82 0.78 0.84 0.91 0.99 0.76 0.80 

 

Table 3:  Recall Results of each Clustering Technique Algorithm 

CLUSTERERS KC1 KC2  KC3   MC2  MW1  PC1  PC3  PC4 Average  

EM 0.89 0.87 0.93 0.62 0.88 0.63 0.67 0.63 0.77 
HIERARCHICAL 0.85 0.80 0.91 0.68 0.92 0.93 0.89 0.87 0.86 
MAKE-DENSITY 0.79 0.64 0.55 0.69 0.81 0.87 0.65 0.70 0.71 

SIB 0.53 0.58 0.67 0.44 0.66 0.81 0.74 0.85 0.66 
K-MEANS 0.82 0.81 0.60 0.63 0.82 0.89 0.66 0.58 0.72 
X-MEANS 0.74 0.59 0.53 0.61 0.80 0.71 0.75 0.71 0.68 

FARTHEST FIRST 0.83 0.80 0.89 0.66 0.92 0.95 1.00 0.87 0.86 

 

Table 4:  Performance Comparison of Classification via clustering methods and standard classification methods  

based on Accuracy 

CLUSTERERS KC1 KC2  KC3   MC2  MW1  PC1  PC3  PC4 Average  

EM 31.06 40.42 45.63 35.40 25.81 23.62 37.68 28.53 33.52 

HIERARCHICAL 84.46 79.70 90.39 68.32 92.31 93.24 88.70 86.90 85.50 

MAKE-DENSITY 77.96 64.41 54.49 69.09 81.02 86.74 65.35 69.56 71.08 

SIB 52.96 58.43 55.24 44.10 60.05 80.88 73.70 78.60 63.00 

SIMPLE K-MEANS 81.46 80.65 60.26 62.73 81.64 88.46 65.64 57.82 72.33 

X-MEANS 45.76 46.94 42.95 49.37 56.20 64.19 42.00 43.35 48.84 

FARTHEST FIRST 83.12 80.23 88.46 65.45 90.51 94.96 99.68 86.90 86.16 

KNN 84.40 80.46 87.77 67.08 88.09 92.06 87.46 87.11 84.30 

NB 82.36 83.52 85.15 73.91 83.87 89.18 48.69 87.04 79.22 

DT 84.54 81.42 88.86 68.94 91.56 93.33 88.36 88.13 85.64 
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4.2 Results Discussion 
Comparing the clustering algorithms with other classifiers 

used for SDP, it is quite evident that some of the clustering 

algorithms outperform some of the classifiers. From Table 

4, on datasets KC3 and MW1, Hierarchical-clustering 

technique had the best accuracy value (90.39% and 

92.31%). Farthest First clusterer gave the best accuracy 

result on PC1 (94.96%) and PC3 (99.68%) respectively. 

On the individual dataset, DT had the best accuracy value 

(84.54%) on KC1 dataset. On KC2 dataset, k-Means gave 

an accuracy result of 80.65% respectively, which is less 

than the accuracy of NB (83.52%) for that dataset. NB also 
had an accuracy of 73.91% in MC2 dataset, which is the 

highest of all algorithms, applied to the dataset.  

 

On PC4 dataset, DT outperforms all clustering algorithms 

with an accuracy result of 88.13% with the best clustering 

algorithm in this case Farthest First and Hierarchical 

clusterer both having an accuracy of 86.90%.  However, 

on the average, Farthest First Clusterer had the highest 

accuracy value of 86.16%, followed by DT (85.64%) and 

then hierarchical clusterer (85.50%).  In this case, the 

clustering techniques are as efficient as the standard 

classifiers. This, in turn, means that the classification via 
clustering technique can be used in place or alongside 

other classifiers in SDP since they gave good and 

competitive performance results in the experiments. 

 

5.   CONCLUSION AND FUTURE WORKS 

There are different algorithms for classification processes 

via clustering techniques. However, every algorithm has its 

own advantages and disadvantages. It is obvious that some 

algorithms have higher accuracy than others which makes 

it necessary to point out the difference. In this study, 

clustering techniques such as EM, Hierarchical, X-means, 
k-means, SIB, Farthest First, and Make density clusterer 

were applied on eight NASA Datasets (KC1, KC2, KC3, 

MC2, MW1, PC1, PC3, and PC4). From the experimental 

results and comparison with standard classifiers, it can be 

concluded that clustering techniques can work well for 

SDP but caution must be exercised on the choice of a 

clustering algorithm. Hierarchical and Farthest first 

clusterer can be deployed for SDP since they gave a very 

good result in the experiments. The researchers intend to 

extend this study by investigating the effect of feature 

selection on classification via clustering technique and also 

deploying multi-criteria decision-making methods on their 
respective results. 
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APPENDIX A: SELECTED SCREENSHOTS OF THE EXPERIMENTS USING WEKA DATA MINING TOOL 

 

Diagram 1: Kmeans clustering algorithm on KC1 dataset 

 

 

  

Diagram 2:  Xmeans clustering algorithm on KC1 dataset 
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Diagram 3: Kmeans clustering algorithm on KC2 dataset  

  

Diagram 4: Hierarchical clustering algorithm on KC2 dataset  

 

40



Vol. 12, No. 2, June 2019, pp. 30 - 42       ISSN 2006-1781 
Abdullateef O. Balogun, Rufus O. Oladele, Hammed A. Mojeed, Barakat Amin-Balogun, Victor E. Adeyemo and Taye O. 
Aro (2019), Performance Analysis of Selected Clustering Techniques for Software Defects Prediction  

      
© 2019 Afr. J. Comp. & ICT – All Rights Reserved 

https://afrjcict.net    

 

Diagram 5: Sequential Information Bottleneck (SIB) clustering algorithm on KC2 dataset 

 

Diagram 6: Kmeans clustering algorithm on KC3 dataset 
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Diagram 7: Kmeans clustering algorithm on MW1 dataset  
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