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ABSTRACT
Subjects are being classified ioto categories by raters, intervi b in slmost all fifis or social

mmmmﬁmmmmwmhmdwquof
the raters involved. We refer to this sitostion as missing ratings. In a siteation where only two raters are involved in
the experimenx, there are possibitities of misting ratimgs for cither or both of the raters. Likelibnod approaches were
uvsed (0 a great advantage in cstimating the missing values. Moreover, h‘uﬂ:mﬁmﬂmm
Tatings into their appropriate level or cotegory, it is exp ] thet certain p of the ing ratings at oo
whdofamwﬂhumuhmmmgnMWBﬂndmepw-m
based spproach calied Py Missi sonal 10 Size (PMAPS). This method can be scen as 2
mkwdmhmmmamﬁﬂmhmm
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INTRODUCTION

For agreement messurements, squarc contingency tables can be used to display joint
ratings of two raters. In nearly all the researches that involve ratings, neasurements or
diagnosis of subjects by various raters, rescarchers are already aware that the most important
measurement emmor or biss is the mater involved in such studies. Incomplete cross-
classifications occur by chance, by design or via anomalies inherent in the data. The
simplest way fo amalyze incomplets contingency tables of this type is to delete the
observations for which any of the variables is missing. However, this practice may adversely
affect both the accuracy and the precision of the results because the missing data may
contsin pieces of information that cannot be extracted from the remaining completely cross-
classified data. To this effect, all the available pieces of information have to be incorporated
into the analysis. This process of estimating the missing vaines or redistributing the missing
values into the complete table has statistical advaniages because it strengthens inferences by
reducing loss of information, biss and variance of estimates (Chen and Fienberg, 1974).
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Mary suthors herve proposed different mesns of dealing with incomplets cross-classified tables.
Woolson and Clarke (1984) proposed single-sample methods, which view the fully and pertially
classified data a3 & singlc mmifinoenial sample. This approach corresponds ® the common
sitmation in which the occarence of missing data cannot be predicied in advance. Hocking and
Oxspring, (1971, 1974) also proposed another method called mudtiple-sample, which also views
the fully and partially ciassified data as independent multinomiai sanmples. This approach is
appropriate when data are missing by design, nxmily doc to practical constrainix. These two
approaches yield the same maximom Bielibood estinstors of the cell probabilities if the
probabilities of missing clamifications are homogeneoms (Haber, Chen, and Williamson, 1991).
Another method that restricied the paramcterisation of gencral interest in the two-dimensional
ensc was presented by Chen and Fienberg (1974). The approach viewed both completely and
partially cross-clrssified data ax a single ssuple, and considered both molinomint and Poisson
sampling schemes. Lipsitz et al. (1998) also obtsined the maximmm Hkelihood estimates in an
incomplete contingency table by using a Poimon generalized limesr model. Weighted least
squarcs analysis was also applied to the problem of missing values in a contingency table by
usng multiple-sample and single-sample approaches respectively by Koch ef . (1972) and
Woolson and Clarke (1984). A framework for characterizing the cstimation of perameters in
imqﬂd:thapobhnmgimbykubh(l?ﬁ}bythmmmeaigﬁnluﬁnnﬁm
mmamﬁmmm(mmmwwmmmgm
factors, (using spocial incomplese data techniques). Faciorization of the Tikelihood is nsed o a
great advantage in the snalysis of contingency tables containing both complete and partially
croas-classified data. Maximmm likelthood estimmes (MLE) are obtained for ench fixctor of the
Belihood function, and evalnating the fonction at the MLEs of the individual factors to obtain
the MLEs of the entire likelihood fimction (Hocking and Oxspring, 1974; Chen and Fienberg,
1974; Lisde and Rubin, 2002). Shib (1987) also considered maxinsm licelhood estimates and
(EM) algorithen has been msed by smmerous sefhors as a conveniont way to meximize the
obaerved data likelihood via the complete duta likelihood (Dempater, Laird and Rubin, 1977;
Shih, 1987; Baker and Laird, 1988; Chambers and Welsh, 1993 and others). The main
advaninges of the EM algorithen are its gonerality and stability and, given & method to analyze
complete data, its ease of implomentation. However, its darwhbacks are its typically slow rate of
convergence and ifs lnck of the divoct provision of a mensmre of precigion for the estimators.
lnui{thZ).lﬁlism(lM),Mnﬂlhbh(l”l).Bdrr(lM),mdegaﬂVn;Dyk
(1997) have proposed methods of overcoming these limitstions of EM algorithin. Combinations
of the EM algwithm and Newion-Raphson ierstions, which require explicit modefling of the
expected cell counts, s considered by Baker (1994) to redace sensitivity %o poor starting valnes
ﬂh@eedwmm“mgndklbh(l%)mdﬁnmdhﬁu{lﬂ)mmd

In this research, rather than the usaal likelibood appronch, we present o data based method
&m&mmu&dmmmwuam
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(PMAPS).Wedmassumeigmmbiﬁwuiuﬁafmthemisshgmssmechmism.msecﬁml
we present the misshgraﬁngsmschm‘mm.lnsecﬁonZwepmeMtheﬁkcﬁhmdbasedand
ﬂ;eproposeddmhsedappmmmlﬂmmﬁsﬁamgimmsecﬁmiWem
arpﬁiﬂlsﬂﬂi&lmingmalﬁfedaﬂ,mu!ﬁmddismiminsecﬁon&

1. MISSING RATINGS

1.1. MISSING VALUES IN THE RATINGS OF RATERS

Assaidinlhehmodwﬁon.mysquarewnﬁngmcymblecmbeusedmdisphyjoim
mtingsoftworatassimeﬂntwomersmustworkwiﬂmw same categorical scales, so that
the resulting contingency table will then be I' X 1, if the there are [ ratings categories for
eachrm.MissingobwwaﬁmsmbeoWhﬁemwmuhsfwsomeofﬂ:e subjects
involved in the experiment. For example, if a certain number of culture plates of bacteria
sau:plwmwﬂeﬁedandemmimdbymrﬂter.butbeforegmingtotheumm, some
ofﬂ:eplatwheuk,mmisphﬂmwmnglyhmdledbymehbomorymendmtmue
wronglyhbelledmidurﬁﬁeiwemregmﬂmhasmissingvﬂueshMemimmLTo
miseﬁechahhldmibmﬁmpmowofhowmissingobsavaﬁmsmmhmemw
ratings of two raters on some seis of subjects (Adejumo, 2005).

Rater 1 (X,) Rater 2 (X,,)

subject () | resp{ry) | rating (Zif) | respiry} | rating (21 status (5;,)
1 1 1 1 2 obs
2 1 1 1 obs
3 L] - 1 2 mis
4 1 5 1 1 obs
5 1 3 0 - mis
6 1 2 1 3 obs
7 0 - 0 - mis*
n 1 4 1 3 obs

Tablc 1. Missing pattern for ratings of two raters.

Tabklshomatwhulmﬂofmmm{résp}whmmdimmevﬂmof
{n;} while {rating} column indicates the comresponding values {Zij} of the rating of the ith
slabjoqby(hejthw.WedeﬁneindlismefortwormU = 1; 2)as

% if z;; observed
"1"{ 0, ifzy missing, ¥i=12..,m, j=12 0
whaezueonsﬁnneslhcdﬁignmanhforthemble.mmemixme = Ry : Ry}
based on Table 1 can be of the form

5}



A O, ADEFIMO

R= @
11
12
13
—2
51
Z=13- 3)
23
43

Each ith subject combined response status S; is defined as

obs, ifry, =1, = 1 as obserad,
5‘,_[ mis, if(n1=0¢mdnz=1)or{r;1=1andnz=0)asmissing

mis st ify, =1, = 0astotally missing, Vi=1,2,..,n
Thedimmshnofﬂxmmlﬁngmc]msiﬁedmbkwiﬂ:miashgmﬁngsmbommﬁihe
raters will be (7 + 1) x (I + 1), with the (/ + 1)mmgmimonboﬂlskhsrqumﬁng
mmwm@ﬂmmsmﬁngs.msmbemmbyﬂmfolbwhgﬁﬂm
function:

(L X, e{1,2,..,0 .

“E10 if X, eU+1), h=10r2 @)

1.2. MISSING RATINGS PATTERN
The missing pattern depends on the nature of missingness as preseated in Table 1. There

are two passible missingpattemswhichcanmmbetweentwomintheh'murﬁng
crossclassified ratings' table. These are: two-way with either one sided missing pattern or

two sided missing patterns.

12.1. TWO-WAY WITH ONE SIDED MISSING PATTERN
This. is. a situation where only one of the two raters s observed incompletely. For
example,inanexperimem,ifmalmtmaﬂﬂmnsubjecmandmterZon]yramstofthe

2
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n subjects, then {n — t} subjects’ ratings are missing through rater 2, Tables 2 and 3 show
respectively the situstions where only ratings of mier 2 and rater 1 are observed
incompiesely.

»

Revbar 2 miesing
catepory 1 2 ) fotad Iy
1 nyy Az LY e L.
Rater 4 2 “':_u L] Ny ﬂ::u tI;_d-
! Ty Ay Ry L Ly
total Rar Ny2 Ny LT

Tabde 2. Crom-ciassified table for two raters with missiag ratings from ouly raker 2

Rater 2
category 1 2 . f total
1 LT Ay LT} T
Rowrs % -~ T s e
} N R bt My Ty
totad Ry My Ry Rae
missing W Wy Wiz o

‘Table 3. Cross-cinssificd table for two ratery with misting ratings from oaly rater 1

12.2. TWO-WAY WITH TWO SIDED MISSING PATTERNS

This is a situation where some of the subjects are observed incompletely and by the two
raters. For instance, rater 1 may observe some of the subjects which rater 2 may not be abic
10 observe or vice versa. But in a situation where both of them are unable to observe some
subjects, such subjects have o be removed completely from the analysis based on the
igoorability criteria rules. Table 4 gives the description of a two-way cross-classified table
of ratings with missing ratings from both sides.

Rator 2 missing
category 1 2 i total T
1 LT Tz ny LTS by
Raert 2 | P hm o cm | om e
i ny L L] e b
total Tear . Ty My
missing Wik Wy War Wy

Table 4. Croas-clasalfied table for two raters with miesing ratings on both sides
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13. MISSING RATINGS MECHANISMS

The missing tings mechenism will be based on the work of Little and Rubin (1987, 2002).
Let us consider a cross-chusified table of ratings for N subjects or individuals by two differeat
raders, (Rater 1 (X;,) and Rater 2 (X)), in which some of the subjects or individimls are not
observed completely by gither or both of the raters. As said in subsection 1.1, ket R;, and
Ry,be the indicstor functions for the missing ratings for X;, and X, respectively. The
classification of missing ratings mechanisms depends on the joint probability
£ (10 T iy 7, 1L 8) = £ Y2 T 8 Gty %, 1),

where (1,7, %%, $) is the missing ratings mechanism with parameter vector ¢. This
classification depends on whether f(r, .7, }x, .x;,,¢) is independent of both X,, and X,,,
which is refored to as  Missing completely ot random (MCAR) If
£(n,. i |xe,. x4, )depends on the observed rotings but not on the missing ratings. it is
referred to as Missing af random or if f(ry,, 7, [%,,. %, ¢ )dcpends on both the obstrved
ratings as well s the missing ratings, it is refeved to as Missing not completely at random
(MNAR). MCAR is clarly a special case of MAR, although the two (MCAR, MAR)
mechanisms are referred to as ignoradle in the scase that inference does oot depend on it
MNAR missing mechanism is sometimes said %0 be non-ignorable (Toutenburg, 2002).

2. IMPUTATION OF MISSING RATINGS

Our major objective in this section is to derive means of redistributing the missing
ratings in (/ + 1)th category into the main [ X | crossclassified table of ratings using a
likelihood based approach and our proposed dain based approach.

2.1. MAXIMUM LIKELIHOOD ESTIMATION IN INCOMPLETE RATINGS

Let xp = P(X,, = j. X,, = k),k =12, ...] be the joint probebility of rater | and rater
2 for the complete data case. Also let xy, = pr[X, =j] and o =pr]X, = k] be the
marginal probebilifics. Since the sample size is fixed, we asmame a nmitinomial probability
distribution for this table, thus the joint probability distribution function of X;,, X, is given 23

1y
_| ” l [xiy =15, =4]
Flx,.x,I0} = L ’

=1 k=1
where [[.] is an indicator function. As said, we assumed ignorability criteria for the missingness.
Ag stated in equation 4, ket R, aod Ry, be the indicator fimctions for the missing ratings of X,,
and X, respectively. The complete data for subject { is (Ry,, Ri,, X;,, X,,) with joint distribution

F X L $) = £ (1,13, % $)F (1, 3, D). )
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AssaidinsectimlS.f(rh.r;th.xh.(»)hhmiasingrdingmechmiﬂnwiﬂlpmwd).

Ommrgetismeuimneuushglikelihmdmadmd.whichwiﬂdetermimthesimof
enchoel!inﬂ:cﬁnalonmpletet-ble.Toﬂ:iseifect,whu:eidm'xhorX,2 is missing, the
mihﬁmofasmghehmwmﬂ)jeaimlhemnhoodundﬁmgmmmmﬁonis
the sum over either Xy, of Xy, that is

Zf (i i X B (CAEA )
iy

where h = lor2. :
Amdingtnljlﬂemdmbin(zmﬂ,mﬁlﬂﬁkeﬁhoodmbewﬁmas

L) = Lx (. Lo (D, 1D ®
each of which represents different missing ratings' pattern, where
.
Lem =] [l =1m= PRI {C ) e -
iI=1
N (1 dni
L{p, M = n Z flrn,=0m, = 1|x.,.x.,.oﬁ)f(x;l.x;zm)] ®)
=1 | xpy
N 711(1412)
L3(¢,“) = n[z f('.l"i = 1'fix = lell. Xiy» ¢)f(x¢1, x[zlﬂ)] (g)
=1 | x4y

Furthermore, if the missing values are missing at random (MAR), the missing probabitity is
mdepmdm!ofsmhobservedvﬂue('rmumhlrg,mOZ),m :

Fln, = 0, = Ui i #) = fl, = 07 = 1jx,,.¢)

N (1-riydriy
L@ m =] [}t =0n =1lx.9) Zf(x.,.xg,iﬂ)]
l:]. xiy
= n[f(f'[! =0 T, = lix!:"p)f (xlz!n)](t_rtl)rh (10)

=1
where £ (0, T) = Tipea ®oe™), which is the margioal disribution of Xi L2 (. ), will
also become
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iy (1-7)

N
Lt = | ] [, = 1y = O ) 2, £ 5l

i=1 Xy

N
=[Trtu =1, = O, ) (I 407 an

(L

where £ (xy ) = [y 7/o5™ is also the margioal of X,,. By selection model approach
(Litle, 1993), L($, 1) in equation (6) can be factored into two components under MAR,
which implies

L{p, D) = L(P)L),

where L($) is a fumction of ¢ which is

N
L($) = I—l{[}’(r,l = 1,7, = x,. 7y, S

[}

x{lr(r, = 0m, = 1z )7
x {lf(n, =L, = olxw‘i’)]ﬂ’(ﬂh)} (12
Also L(IT), which is a fimetion of I, is

N
2 = | | [P 200 ™)

(L}

1
x [FCrg ] (3)

frotn which the MLE of ¢ and II can be obtained. To estimate TI, we simplify equation (13)
farther by using the notation in Table 4

N
Ty = 2"117:21["'11 =j Xy =k

=

N

i+ = zﬁi(l — )X, = j}

{2

N
Wop = 2(1 - rh)rlzI[Xiz = k]

=1
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1o be the numbers of subjects which are observed complotely by the two raters, that is, by
only rater 1 and by only rater 2 respoctively. Therefore the likelihood for the cell
probebilitics can then be written as

i i i . A .
Lm ={ﬂl_[r}¥'} {ﬂr}i‘}[l_[r::*]- a%
J=1 k=1 = k=1
where the fist term s for the complete casc on ssbjects with
(n, =R, =17, =R, = 1), which give & multinomial kefood with sample {n,.,} and
(F-l)m'ednhlfmbdﬂiﬁes[ru,n'w...,u',z_ij,ﬂlemﬂumishwhmaﬁm
are observed only by X, , which give a omitinomial likelihood with sample size {t,,} and
(7 ~ 1) nouredondant probebilities {x,., %24, .. %y_s3,}, and G third term is for when
subjects are observed only by X,,, which give a mulktinomial Hkelihood with sample size
{w,} snd (/ ~ 1) nonredundant probabilities {1, %2, —, Fygr1)}-
Then the cheerved incompless ratings Hielihood fianction in (14) can alvo be presented as

I I
v = [ [] [{mpenteniex (15)
J=t 1,
Under the complete data case, if the cell counts {n;,} are independent Poisson random
variables with mean {m,, = n, 7} and cell probabilities {n;. =ﬁ%ﬂ, and if the
missing mechanism is ignorable, as we have axsumed in this paper, likelihood inferences for
{m} are the same as for those {w;,} under the multinomial model (Bishop et. al, 1975).
The only difference is the way they are expressed. Multinomial is expressed in terms of the
cell probabilities {x, } while Poisson model is expressed in terms of the expected cell counts
{n;,,‘:nﬂz,,}.m“mmyofdntwomdehmdsﬁﬂmuﬂnm
Agresti (1990) provided the multinomial likelihood approximation 1 Poisson fikelibood
mode] only with some constrains on the sample sizes and it
We used EM algorithm to maximize the likelihood equation in (14).

12. DATA BASED AFFROACH IN INCOMPLETE RATINGS CASE

The major objective in this papes is to propose another means of redistributing the
missing ratings in (I + 1)k categories into the main | % 1 coss-classified table of ratings
mingﬂ:edatabasedammdl.FmﬂxiswemmtbﬂeaﬂhpﬂWoﬂhe missing
ratings are to be reallocated in the diagonal or off-diagonal section of the table, Consider a
cross-classified table of ratings with missing ratings on both sides of the table as in Table 5
Ty isﬂaeeeﬂcmmformccunphtelyohservedmﬁngs,whibthmdw“mﬁe
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marginal partially observed ratings by raters | and 2 respectively. j = k = 1,2,... / & for
the completely observed categories and j = k »= [ + 1 is for the missing categories at the
margin, although the missing pattern depends on the nature of missingness between the
two raters as we have presented in Tables 2 to 4. Now, considering the missing pattern
of the form in Table 5, let the rating scale be from 1 to 5. If rater 1's response to one
subject is 1, and the rater 2's response to that same subject is missing, and we assume
that this missing response is also 1, it implies that the missing is in the diagonal cell.
But if we assume it is not 1, it will then be any of letters 2 to 5 and the missing of that
particular subject will be in the off-diagonal cell. Generally, if there are many
responses, ‘ab,c .., that arc missing, all or & certain percentage may fall along the
dmgonﬂormdxeoﬁ-dmgonnleeﬂsmdmehmesbo&oﬂ‘andnlnngthedugona}
combined. We may take a certain y percentage of the missing values at the margins to
be in their respective diagonal and the remaining (1 —3) to be in the off-diagonal
cells. This gives a combination of the two (along and off-diagonal).

Rater 2 U+1)
dagory 1 2 ! total S5e
1 Ty b H LT LTS Cis
Rster 1 2 i ol b Bes e
f nyy L Ty My [
iotal [ Ty Ry n.
+1 W Wy Waz s Wy

Table 5. Crom-clasificd table for tws raters with missing ratings o both sides

Toad:kvcthjs,wemupmeameﬂmdmﬂedpmgemissingaﬁouﬁimmorﬁml
to size (PMAPS). In this method we still assume the missing at random (MAR) missingness
mechanism criteria. Let ng,j = k = 1,2,.. I, represent the new sets of cell counts based
on (PMAPS) such that;

. _[ g + Pt + Pwyy, ifj=k
ik ﬂ;t+(1—'P)tn+{Nm}+(1—¢)w+x{'fm}: ifj‘#k
where \blsﬂlepanmge(%)mbcspeclﬁed,

AL L __L
R zu"nnmd W T ”areﬂxeoellsmes(pmporuons)basedmm
respective marginal total minurs the diagonsl cell count without missing values,
t,+andw+.ueth:mrginalmmlmisshrglaﬁnprespedivelyfmmemm

PMAPS estimates effectively distribute md — X of the unclassified

i-'t.h-; ®jic Zjjut Rk
ratings ;, and w,, into the off-diagonal U,k)tﬁoeﬂhsedm&pmﬁedm

(1 — ) with the rest iamﬂ:edm@ml(”‘)dwell.

(16)
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Also the corresponding cell probabilities mj;, based on PMAPS for (16) will be

e { e | ng H Pt + Pwl ifj=k
Folna  mp + Q -y, Hmu + Q- dwin{my )}l 7=k

where na= X3, n, is the total estimated with PMAPS, which is equivalent to
{n=X;Tanjr + Ljtis + Ex Wi} total subjects or observations i the experiment or trials
that are observed at least by one rater.

The larpe sample variance for this estimate is

ma(1— %)
ne
Then 100{1 — a)% confidence interval for each 7, will be

o« #j‘k(l - lt;k)
» e B oA S LS 19
etz 3 ‘ = 19)

ARSE-OP-LRSE |0 R iEa O 78S L it i

In order to examine further the effects of allocating certain percentages of the missing
observation to the diagonal or off-diagonal cells of a given table of ratings of n,, subjects,
we allowed certain percentages (0%, 50%, 75% and 100%%) of the missing values from
verious marginal total missing values (t;, and w,,) to be distributed to the diagonal celis.

(17

Var(ny) = 1s)

3. SBME KAPPA-LIKE STATISTICS FOR AGREEMENT MEASUREMENT

We considered two Kappalike statistics (Coben Kappa siatisiic and Intraclass kappa
statistic) that are freely used to measure agreement without any attached weight (Shoukri, 2004).
We used these statistics to obtain the measure of agreement that exists between raters for
different itnputed matrix of @ = (ny,; f =k =12, ..).

Colien (1960) proposed a siandardized cocfficient of raw agreement for nominal scales
in terms of the proportion of the subjects classified into the same category by the two
observers, which is called Cohen Kappa statistic, estimated as

= #, = 1.
=Tz @0)
where
I
f, = qu @1
fwl
and
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F‘R;(&c) et -3, LTSN )

n(l —n,)? @3)
Assuming that
__.E_,_ (24)
,fﬁ?.;(‘?)
foﬂomawmaldmm'b!mm,memmﬂthmwchm by reference

_ ey — Zios((mee + ry}/ 2P
G = B2
with variance for the estimated value as
W(E ) ” Tyyp + (”n'p)z e lrm@fn((m_ﬂtﬂ)/Z)z)

e\t - (1 i I’.‘p)z

where
Toxp = Z((”H-"'"H)/z)z
=1

We also assumed that
ke

,/Fﬁo(ﬁm)
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follows a normal distribution. Also the confidence interval (CT) of sizc
100(1 - @)% = Ky + 2, =SE(kx)
o be obtained for &y,

4 EMPIR[CALSTUDES,R!’SULTSANDDISCUSS]ON
" 41. EMPIRICAL STUDIES

] Tables6m85howthem-clmaiﬁmﬁonofmcmﬁug(inchdingmisshgmﬁngs)
for the Nurses.

Nures 2 exlasing
category 1 2 3 4 5 total [
1 a2 24 1 1 0 ] 4
2 0 10 26 15 0 51 3
Nurse 4 3 0 2 24 30 15 71 7
4 o 0 3 18 37 58 8
5 0 0 0 3 57 80 7
tolal a2 36 84 67 108 308
Missing Wy 4 -] 5 3 1 1
Tﬁtwhﬂehﬂkmwmmﬂgulﬁ-ehm
bynmlndl.u!wﬂ-hﬁnhuu beth sides (N12)
Huree 3 . missing
category 1 2 3 4 5 totad Iy
1 68 [+4 1 0 0 ag 5
2 37 15 2 [} [} 54 2
Nurse 1 3 22 33 16 2 0 73 B
4 1 5 25 1 3 £5 5
5 Q Q 10 30 19 59 T
total 128 63 54 43 2 30
missing Wy 10 8 L] 2 4 1
TI&T.C_MeduﬂehrﬁelﬂMmrﬁmdmw
by surse 1 and unrse 3 with

-ﬂ;v&.uhﬁﬂutﬂﬂ)
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T&&Mub&hﬁe Nnodmmdhgclo-e ticuty
b w“zmmsﬁ:ludﬁgm-summmh

TomePMAPSmcthndtoimmulbeee]lmporﬁme =(mp;j=k = 12,...,1), we bave
steps.

L Fb:mew,wﬁcbismepemmmgcofmemimjngmﬁngsmbedisuibmedmﬂmdhgoml
mﬂxmwmkmmnmmtmmnﬁngemymblmofmpmﬁmobtamdm
rrk=—-'-'L-md:r,_. =-—’—'1-'—,whichareﬂxecell[lopmﬁonbwconﬂle'n

L Ziias np LAy g
mspwtivemghaltmlsexchrdmsﬂudiagomlceu&

2. Estimate fng j = k = 1,2 I} by substituting y, T and my; in the following
equation
nt = { i + b, + YWy, ifji=k @8
A mp 41— D dml+ —Wwafr, ) ifj =k

3. Calculate the estimutes for the parameter § = Busik =12, I} by using the
following equation

an ={n‘—1["ﬂ+¢€r++ Ywol, i j=1k

Al P [ap+- B} + (1 - Iw,aforyy,}], fjei

statistics {uﬂ, =3, Iz,
given the observed data and the current parameter
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new parameter estimates from these cstimated sufficient statistics as if they had come
teration until it converged. One

from a complete sample (M-step). We continued the §
can start specifically by putting 8; = (Rpii k=12, ...1}as the curent estimate of
9 ={mmijik=12 wd). We took the initial  cstimates  from  the

Ty = {—’:{1, vi k= 1,2,...,1}_ The E-step and the M-step were as follows:

E-siep: Fillhmeindiwmﬁmcﬁominvolvingmissingdmfmi =(n+ te(n + 1)
andi = o+ t+ Lyto(n +1 + w) respectively with

[y =r Re=®)1 = Ep d(xy, =six, = (x=)

‘ﬁiﬂ;. 1
- (ﬁ,+, 1) Ty =iy = (21, ~9) 30
and
Ixey =t Ey 32 = B8 (x =i =) (2 m0)
_{ P 1 , 7 @1
- ﬁ_ﬂ:,l (X11=j|.\'¢z=k) (Xi=%) y
Then, forallj =k =12.....1 replace the sufficient statistics with
I nt Rtk
Tyea = Z’W‘_‘L Xyp=k)d + z T(;ﬁ,,_x.zq).l + z ](xlx"‘- P
inl {=n+l 1=R+t+1
g 1 Ry, 1
oy Jk Jler
Ay + & (—Fﬁh—a 1) + Wy (_“__ﬂ“,. 1) (32)
M-step: Compute the new estimates
@3

bem = Bpmif k= 12, .1}
= ﬁN!x, _1}_ Continue the circle until it converges. Thus, equation (33)
1} for the lkelihood in

where {ﬁjk,m
provides the required MLEs §={fu:f k=12 -

equation (14).
Thﬁsetwnapprmchm(hkﬂihoodmddmbmed}wuecompaxed using empirical study

basedonﬂlemunpﬁonsmd
6 to 8 as test cases.

sufﬂcientsmtisticsswedunderemh.usingﬂmdminTablzs
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mtmomnmmmAwmm

Assaxd,mlrmtamwaslonhmateﬂneeeunvbabﬂmhme table. For
EM weituaﬁwlycomplmedﬂzeceﬂmoporm8={wﬂ,j,k=l.2. 1} until
:tconvergedbasedonme mwdinseeum4l.l‘he Siep was to replgce
m:ssmgvaluesbyeﬂimamdvalmm“ Ihe!arnngvﬂuefnﬂheﬁm
iteration of the lBinglhe(i;t;j=k=1,2. 1) from the
complete table Theswondstep\i'asmﬂlbmtme it,,,;=k=12.“,l)mﬂreeqnmm

B R 1 .1
By = My + 1, (;?;:1')+ k( - 1) 39
'Iheth:rdstepmmmlculateém—{ﬂ,mﬁk:- L2..... 4}, using

Ay, 1 fig. 1

— /il ks
Reormes?] o () o ec1) | ¢
Whers {H-E,Egn;g +£j‘;+2tw+.]- The process wag Continued untif j converged,
This mﬂneitﬁa-Rnr-Sblm- isti

We applied on!hedatu,sofoer'sul&Z;l&lde&.?ﬂie i the
Parameter § = {14,k = 1.2, ,:}ohmmasmmmfaNmmlaz,:&am
2&3

0.104 3 Tde-07 | 50e-06 L4Te-06 2.04e06
0.0338 g, 70 36206 4.78e-06

1%,2’,, =1 00342 0.0811 0.078 0.010 838007 (36)

0.00302 00453 00941 00560 1.6095
3.88e07 3.38a.07 00495 9 3905 0.1008

3215 Dyy3 0.0719 90032 1.38e-06
404007 §,04¢5 0.109 D.0489 ;.
fi, = | 0.0030 0.0062 g g5ag D.0813 00333 37
0.0 0.00-00 0.c063 gays 0.0955
L680-G 5.0006-C7 4 34006 0011 00684

0.090  0ugsy .4 0.0454 3 36,57
0.000-00 0.00322 g3 0..25  gogor
Ragpe ~ | 0.000-00 2,16eg7 0.00522 002 04475
U060 0.06-1) 407477 LR oy
3:50c 07 8.42¢ 07 1,75, gg 236006 00733

(33)

(2]
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The cotrespoeding ccll counts for each of these equations based on the 364 in-patients that
were observed at least by oue of the nurses was obtained by multiplying the estimates of
parameter § = {R5: 1,k = 1,2, .1} in (36) to (38) by 364,

4.2.2. DATA RASED WITH FMAPS 3

In the case of the proposed PMAPS method we also computed the cell proportions
8 ={my;j,k = 1,2, ., 1} following the steps stated in section 4.1. Under this method, we
considered two structares as sisted in subsection 3.2. We assigned to be 0%, 50%, 75% aod
100%, keeping the estimate of Kappa statistic k, given in oquation 20 from the completely
observed part of the table constant.

ToﬂMmﬁhwmdhmmdemmea
each of the data set, we obtained the eatimates of the parameter § = {fyy; ).k = 1.2, ., 1}
for cases when ¥ = 0%, 50%, 75%, and 100%. We created bounds for cach estimate of
§=[By:j.k = 1,2, ..., I} by using oquations 18 and 19. We obtained the 95% confidence
interval for each of the Kappe-fike statistics estimates for the imputed matrices under the
two approaches which are in Tables 9 and 10

43. DISCUSSION

Likelihood spproach has been used to a great advantage, the proposed daia based
spproach called PMAPS is better way of estimating the missing ratings. We observed that
both approaches have the same pattern based on the imputed matrices, as well as the
sunmary tables of 95% confidence interval for their respective estimates of Kappe-like
statistics in Tebles 9 and 10. The agreement estimates obtained from these tables under
FMAPSWWMM&EM,M;G:&IW&GF&.W
mmwkmmﬂn«Mmmmmb
estimates for the missing rating can be achieved, rather than & single estimate produced by
the EM approach. The proposed approach is very easy to apply compere with the EM
spproach. This proposed approach can as weil be improved on by generating random
mumbers between 0 and 1 for ¥ or by narrowing down the intervals for the percentages of
preassigned i, for instance, an interval of 2% or 5%, so as to have more chances of
imputing the missing ratinga.

96% Clfor k 95% Ci for i,

Table k. SE ower upper ky, SE lower | upper

Nyp 0.3279 1002556 | 0.2778 | 0.3780 | 0.3187 |0.03385| 0.2528 | 0.3847
Ny 0.2673 (002544 | 0.2174 | 0.3172 | 0.2543 [0.03453] 0.1866 | 0.3218
Nz ]0.03867 | 0.02147 |-0.002123 | 0.08205|-0.0156 [0.03270 |-0.07974{0.04845

Tms.%%mnmmmmmwmmmmmumwm
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95% Cl for k 95% Ct for k;,_
k. SE lower upper ke, SE fower upper
Nyy 0.2408 |0.02537 | 0.1911 | 02905 [0.2291 0.03353| 0.1634 | 0.2048

9% Ny 0.1911 10.02536 ! 0.1414 [ 0.2408 [ 0.1765 {0.03423 0.1094 | 0.2436
MNya 0.0148 | 0.02108 | -0.0265 [0.05614-0.0452]0.03259 -0.1099 {0.01788

Nyo 0.3297 [0.02568 | 02793 |0.38001]0.3217 [0.03360 025579 | 0.3875
50% Nys 02811 { 0.0256 | 02308 | 0.3313 | 0.2700 [0.03438 0.2026 [ 03374
Nyo 0.0806 |0.02195 | 0.04856 | 0.1226 10.04256| 0.03262|-0.02138{ 0.1065

Ny 0.3780 |0.02578 | 0.3275 | 0.4285 | 0.3712 J0.03361 0.3053 | 0.4370
75% Ny 03261 | 0.0257 | 0.2757 } 0.3768 | 0.3185 J0.03447 02490 [ 03841
Ny 0.1274 |0.02235 | 0.0838 | 0.1712 Jo.08635]0.03264 0.02238 |0.15033
Nz 0.4248 |0.02501 | 0.3740 | 0.4756 [0.41926]0.03370 0.2532 | 04853
100% Nz 03720 1002585 0.3213 | 0.4227 | 0.3638 |0.03456 0.2960 {D.43149
Ny 01655 | 0.02274 | 012080 | 02100 | 0.1298 |0.03266| 0.0es85 01939

T-H-mmmh—uu-mwummu
for the lapwicd tabic by PMAPS

§
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